The interest in nonlinear methods in signal processing is steadily increasing, also thanks to the advances in computational capacities that make it possible to implement sophisticated nonlinear processing techniques which in turn allow remarkable improvements with respect to standard and well-consolidated linear processing approaches. The vitality of the field is proved by the success of the Workshop on Nonlinear Signal and Image Processing (NSIP) organized every two years by the NSIP Board (http://poseidon.csd.auth.gr/NSIP) with the technical sponsorship of IEEE and EURASIP. The sixth NSIP Workshop was held in Grado, Italy, on June 2003. The main workshop topics were nonlinear theory and tools, nonlinear processing applications, and implementation of nonlinear systems. More than 100 papers selected from submissions received by researchers working in 24 countries were presented in oral and poster sessions. The participants in the workshop have been encouraged to expand their conference contributions into full papers for submission to this special issue of the EURASIP Journal on Applied Signal Processing. The answer to this solicitation has been enthusiastic and more than 60 papers have been received in response of the EURASIP JASP Call for Papers. In consideration of the high quality of the submitted manuscripts, the accepted papers have been subdivided in two Special Issues, the first one including 17 papers while the second issue is presently in preparation.

This first special issue features papers covering topics that include theoretical contributions as well as application-oriented papers.

The first paper deals with a topic of general theoretical interest, that is, least absolute deviation (LAD) regression. LAD is a relevant tool for various applications of sciences and engineering, mainly due to its intrinsic robustness. In their paper, Li and Arce show that the optimization needed to solve the LAD regression problem can be viewed as a sequence of maximum likelihood estimates of location on the sample set. The authors derive an iterative solution where the concept of maximum likelihood is applied jointly with coordinate transformations and weighted median operations. They also show that the proposed method is comparable with the best algorithms available to date in terms of computational complexity, and has a greater potential to be implemented in hardware.

Another paper including a contribution of theoretical interest is the one by Cohen and Galleani. In this paper, modeling of time-frequency distributions is considered by proposing a nonlinear mapping from differential equations implicitly describing time-frequency transforms into a phase...
space. The main advantage of the proposed mapping is the improved insight into the nature of the time-frequency model as well as the availability of approximated solution tools allowed by the representation in the phase space. The mapping is shown to be possible thanks to the use of bilinear transformations; general properties of bilinear transformations are briefly summarized and their application is described to the desired mapping. Finally, examples of application of the mapping process to some time-frequency distributions, such as the Wigner, Rihaczek, and smoothed pseudo-Wigner distribution are shown. This work opens a new theoretical way to evaluate the choice of time-frequency distributions for describing specific dynamic system models.

An application of the time-frequency analysis is presented in the paper by Gandetto, Guainazzo, and Regazzoni, where nonlinear signal processing techniques are used to realize a component of a software radio-based wireless terminal. The aim is to identify the presence of two communication modes, that is, Bluetooth personal area network (based on a frequency-hopping air interface), and IEEE WLAN 802.11b (based on direct-sequence code-division multiple access). The mode identification procedure employs a time-frequency analysis to extract the main features of the two standards. Then, the classification ability of a Bayes classifier, of a back-propagation neural network, and of a support vector machine are analyzed. Results are given for an indoor environment in terms of probability of correct classification.

The instantaneous frequency estimation is the topic dealt with in the fourth paper, authored by Chandra Sekhar and Sreenivas. In this paper, the authors address the problem of estimating the instantaneous frequency (IF) of a real-valued phase signal. They propose an algorithm to estimate non-polynomial IF by local approximation, using a low-order polynomial, over a short segment of the signal. This involves the choice of window width to minimize the mean square error (MSE). It is shown how the optimal window width found minimizing the MSE is a function of the higher-order derivatives of the IF which are not available a priori. To overcome this problem, the authors propose an optimum solution, formulated using a data-adaptive window based on the concept of intersection of confidence intervals. The adaptive algorithm does not require a priori knowledge about IF. Simulation results show that the adaptive window-based method is superior to fixed window methods and is also better than adaptive spectrogram and adaptive Wigner-Ville distribution-based IF estimators for various signal-to-noise ratios.

The next four papers cover different aspects of system modeling using Volterra filters.

The paper by Pirani, Orcioni, and Turchetti deals with the classical problem of the kernel estimation of a discrete Volterra-Wiener system. It is well known that the estimation of the diagonal elements of such a model deserves particular attention. In fact, the estimation process of the kernel elements having at least two equal coordinates is affected by a high estimation error variance. In this paper, the authors propose a set of formulas for the identification of \( n \)-th-order Wiener kernels in the case of white Gaussian inputs, which limit such identification errors. Moreover, while the examples found in the literature often do not exceed the third order, it is shown in the paper that the proposed formulas constitute an efficient tool for the automatic generation of the algorithmic code allowing the identification of even higher-order kernels.

While in linear system identification, optimal excitation sequences have been found using the Cramer-Rao bound, this problem has not been thoroughly studied in the nonlinear case. In the paper by Koeppel, Kubi, Paoli, and Josan, the Cramer-Rao bound for a factorizable Volterra model is derived so that further insights on optimal excitation sequences for the identification of nonlinear systems can be gained. Since the application motivating this study is adaptive nonlinear filtering for asymmetric digital subscriber loop (ADSL) circuits, the class of discrete multitone signals used in ADSL data transmission is especially considered.

In a communication system, most of the nonlinearities are usually attributed to the power amplifier (PA) present in the final stage of the transmitter chain. As a consequence, the prediction of the amount of spectral regrowth for a given level of PA nonlinearity is of great interest. In fact, since more linear PAs are less efficient, it is convenient to maximize the nonlinearity, and hence optimize the efficiency, subject to the spectral regrowth analysis of the nonlinear output. The aim of the paper by Tong Zhou and Raviv Raich is to derive for both memoryless and memory baseband PA models closed-form expressions for the output power spectral density. The PA models are based on the Taylor series, in the memoryless case, and on the discrete Volterra series in the case with memory. The input signals are assumed to be Gaussian distributed, as it happens with OFDM and forward link CDMA signals or signals at the satellite-borne relay.

The fourth paper in this group, authored by Carini and Sicuranza, is focused on the use of adaptive Volterra filters as nonlinear active noise controllers. In particular, they present a pair of new filtered-X affine projection (AP) algorithms derived from the simplified Volterra filter model of a homogeneous quadratic filter. By using the form of multichannel filter banks, Carini and Sicuranza demonstrate in the paper that the proposed AP filters show better convergence and tracking capabilities than the classical LSM and NLSM algorithms usually applied in nonlinear active noise controllers. Several computer simulations are presented for typical nonlinear situations.

The great interest in nonlinear methods in image processing tasks is documented by the following seven papers, dealing with image enhancement, noise removal, image reproduction, image quality evaluation, and pattern recognition.

In the paper by Battat, Bosco, Castorina, and Messina, an automatic image enhancement technique based on feature-extraction methods is presented. This method has been designed to solve some of the typical drawbacks featured by mobile sensors and handset devices acquisition systems (mobile phones, PDA, etc.) due to poor optics, absence of flashgun, difficult scene-lighting conditions, and so forth.
The proposed method, after identifying in the captured images some visually significant features like skin characteristics, permits the selection, the enhancement, and/or tracking of regions of interest (e.g., faces). If no skin is present in the scene, the algorithm switches automatically to other features (such as contrast and focus). The limited overall computation time required by the proposed algorithm allows its use in real-time applications.

A novel technique for the enhancement of noisy images is presented by Russo. The proposed system adopts a simple piecewise linear function to combine the smoothing and sharpening effects that can easily be controlled by varying two parameters only. The quality of the enhanced image is then improved by introducing a further processing step for the cancellation of possible outliers still remaining in the image. Different computer simulations are presented showing that the proposed sharpening system is simple and effective. Experimental results contain also the application of the method to contrast enhancement of color images.

Human and computer vision systems currently use color information to sense the environment. The correct perception of color can help typical tasks, such as image understanding and object recognition. Unfortunately, noise and other impairments may significantly degrade the perceptual quality and the fidelity of the images so that the performance of the whole system can be negatively affected. Therefore, noise filtering is an essential part of any image processing task. The paper by Lukac, Plataniotis, Smolka, and Venetsanopoulos introduces a class of nonlinear multichannel filters able to remove impulsive noise in color images. The paper focuses on the so-called selection weighted vector filters, whose output is selected from an input set associated with the positive weight vector. The design characteristics are discussed in detail and the proposed filtering structures are carefully analyzed and tested on a variety of noise-corrupted test images.

In the paper by Shahidi, Moloney, and Ramponi, a new halftoning algorithm is analyzed (i.e., farthest-point halftoning) starting from a preliminary version of the same algorithm presented at NSIP. In the present paper, a novel dispersion measure is defined to improve the simplicity and flexibility of the result. This new stochastic screen algorithm is loosely based on Kang’s dispersed-dot ordered dither halftone array construction technique, used as part of his microcluster halftoning method. The new halftoning algorithm proposed by the authors uses pixelwise measures of dispersion based on the one proposed by Kang, which is here modified to be more effective. In addition, their method exploits the concept of farthest-point sampling (FPS), introduced as a progressive irregular sampling, but uses a more efficient construction of the dot profiles. The proposed technique is compared with other state-of-the-art dither-based halftoning methods in both qualitative and quantitative manners.

In the paper by Costa, De Natale, and Granelli, an analysis of the effects of lossy compression algorithms applied to images affected by geometrical distortion is presented. The authors show that the encoding-decoding process results in a nonhomogeneous image degradation in the geometrically corrected image, due to the different amount of information associated with each pixel. A distortion metric to quantify this aspect, called quadtree distortion map (QDM), is presented. QDM is exploited to achieve adaptive compression of geometrically distorted pictures, in order to ensure a uniform quality on final images. The authors present tests performed using JPEG and JPEG2000 coding standards in order to quantitatively and qualitatively assess the performance of the proposed method.

This group of papers finally includes two contributions addressing the issue of real-time implementations.

In the first one, Lohweg, Diederichs, and Mueller propose a combined method for pattern recognition and classification relying on a class of discrete nonlinear translation-invariant circular transforms and on a modified fuzzy pattern classification scheme. The algorithms are implemented in a field-programmable gate array (FPGA) operating at 40 MHz, whose features, implementation issues, and timing properties are surveyed. A new concept related to fast transforms as well as a modified fuzzy pattern classifier are described, together with various experimental results regarding the separability properties of different circular transforms in the case of binary patterns. Two possible applications are suggested, namely, the inspection of printed images and the recognition of handwritten characters. The system, once trained, is able to operate in real time.

In the second hardware-oriented contribution, a method for noise reduction able to improve the visual quality of the images in a video stream is presented. While the algorithms proposed in the literature often presume a software realization typically implemented on commercial DSPs, in the paper by Saponara, Fanucci, and Terreni, a VLSI architecture implemented in CMOS technology is presented. The advantage offered by this hardware realization essentially consists in the reduction of the power consumption. Therefore, it is a convenient solution for battery-powered video applications, such as wireless cameras, 3G mobile phones, personal digital assistants, and so on. The proposed structure is based on a nonlinear adaptive algorithm enhanced by a noise estimator for blind and dynamic adaptation to the input characteristics. The circuit is designed using a standard-cell library and minimizes the power consumption while allowing the real-time processing of the main video formats.

The last two papers in this special issue are still related to the processing of video signals.

In particular, in the paper authored by Feideropoulou and Pesquet-Popescu, the problem of the spatio-temporal decomposition of video sequences is considered. The proposed approach extends a stochastic model of hierarchical spatial and temporal dependencies between wavelet coefficients of still images to motion-compensated 2D + t decompositions. Such an extension implies taking into account additional dependencies and assuming the conditional probability law of the coefficients in a given spatiotemporal subband to be Gaussian with variance depending on the set of the spatiotemporal neighbors. Based on this new model, new estimators showing improved statistical performances have been proposed. Experimental results present an optimal...
mean square predictor for missing coefficients which has been tested in two different applications of packet transmission.

Finally, the problem of boundary detection in presence of smooth transitions is considered by Guimarães, Leite, Coutrie, and Araújo. The application which the authors address is the detection of gradual shot changes in video, such as a fade or a dissolve. The approach proposed is to create a single image which represents the "visual rhythms" of the sequence, with sharpened transitions, and to detect patterns in such an image. Comparative experiments are performed, and suitable quality parameters are defined, such as recall, precision, and error rate. The results show that the method is independent of the duration of the fade; its computational cost is moderate thanks to the 3D-to-2D mapping of the problem, even if a motion compensation preprocessing may be necessary.

The editors would like to thank all the authors for submitting their valuable contributions to this special issue and the referees for their prompt replies that allowed the timely publication of this issue. We hope that the EURASIP JASP readers may appreciate the extensive coverage of theories, methods, and applications, which demonstrate the applicability and effectiveness of nonlinear techniques in signal processing. Finally, we are pleased to remind the readers that the next appointment for the researchers working in this field is fixed at the next workshop in the series to be held in Sapporo, Japan, in May 2005. The rapid evolution of nonlinear signal processing lets us foresee that exciting new discoveries and original solutions for demanding tasks will be presented at NSIP-05. We look forward to seeing all of you in Sapporo in 2005!
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